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component. Although the analysis indicates an increase in 
the estimate of predictable component, however, it maybe 
related to the increase in ENSO related SST variance over 
1982–2000 relative to 1950–2000 (over which the analy-
sis of Kumar et al. in J Clim 20: 3888–3901, 2007 was). 
The focus of the analysis is wintertime variability in Z200 
and its comparison with results in Kumar et al. (J Clim 20: 
3888–3901, 2007), some analyses for summertime variabil-
ity in Z200, and further, for sea surface temperature, 2-m 
temperature and precipitation are also presented.

Keywords NMME · Predictability · Ensemble mean · 
200 hPa height

1 Introduction

Predictability of seasonal mean variability principally 
resides in boundary condition external to atmosphere, 
primarily sea surface temperature (SST) associated with 
El Niño–Southern Oscillation (ENSO). Associated with 
changes in tropical heating in response to the interannual 
variability in ENSO SST, the resulting global response in 
climate variability is the underpinning of skillful seasonal 
predictions (Horel and Wallace 1981; Kumar and Hoerling 
1995; Treenberth et al. 1998; Shukla et al. 2000; Hoerling 
and Kumar 2002). Skill of seasonal predictions, however, is 
constrained by variations in seasonal mean variabilities that 
are unrelated to interannual variations in external forcings. 
In fact, only a fraction of seasonal climate variability could 
be attributed to external causes that are potentially predict-
able (Kumar and Hoerling 1995; Barnston et al. 2005). 
Our attempt to quantify potential predictability of seasonal 
mean atmospheric variability has a long history (Madden 
1976; Chervin 1986; Kumar and Hoerling 1995; Kumar 

Abstract In this analysis, an update in the estimate of pre-
dictable component in the wintertime seasonal variability 
of atmosphere documented by Kumar et al. (J Clim 20: 
3888–3901, 2007) is provided. The updated estimate of 
seasonal predictability of 200-hPa height (Z200) was based 
on North American Multi-Model Ensemble (NMME) fore-
cast system. The seasonal prediction systems participat-
ing in the NMME have gone through an evolution over a 
10-year period compared to models that were used in the 
analysis by Kumar et al. (J Clim 20: 3888–3901, 2007). 
The general features in the estimates of predictable signal 
conform with previous results—estimates of predictability 
remain high in the tropical latitudes and decrease towards 
the extratropical latitudes; and predictability in the initial-
ized coupled seasonal forecast systems is still primarily 
associated with ENSO variability. As the horizontal and 
vertical resolution of the models used in the current analy-
sis is generally higher, it did not have a marked influence 
on the estimate of the relative amplitude of predictable 
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et al. 2007; National Research Council, 2010; Delsole et al. 
2013), and continues to be an area of active research.

Kumar et al. (2007) proposed a methodology to esti-
mate the predictable and unpredictable components of the 
observed seasonal atmospheric variability. The method 
relied on a combination of observed and model simulated 
seasonal variability. A novel feature of the approach was 
use of simulations and predictions from multiple models to 
obtain the best estimate of predictability, and an estimate of 
predictability of 200 hPa heights for the December–Janu-
ary–February (DJF) seasonal means was presented. The 
analysis of Kumar et al. (2007) was based on the genera-
tion of models that were available few years prior to the 
completion of the analysis around 2005. The paper also 
commented that as seasonal prediction models improve 
because of advancement in models and data assimilation 
system, the methodology can be easily applied to obtain 
an improved and updated estimate of seasonal climate 
predictability.

In recent years, North American Multi-Model Ensem-
ble (NMME) effort has been coordinated to improve skill 
of seasonal predictions (Kirtman et al. 2014; Becker et al. 
2014). The NMME effort includes a collection of initial-
ized coupled seasonal prediction systems that have been 
run over a common hindcast period of 1982–2010. Collec-
tively, the seasonal prediction systems in the NMME repre-
sent an evolution of models over 10 years compared to the 
models that were used in Kumar et al. (2007). Further, sea-
sonal prediction in NMME are based on coupled models, 
and therefore, represent a more realistic set up than model 
simulations used by Kumar et al. (2007) that mostly uti-
lized AMIP simulations. In addition, NMME forecasts are 
initialized, and thereby, not only estimate the actual pre-
dictability but in their estimate also include possible influ-
ence of initial conditions on the predictability of seasonal 
mean variabilities.

The intent of the analysis presented here is to provide 
an update on the estimate of predictable and unpredictable 
components of seasonal atmospheric variability. Except 
for some differences outlined subsequently, the results pre-
sented here parallel the ones shown in Kumar et al. (2007), 
facilitating a direct comparison in updated estimates of sea-
sonal predictability. This paper also serves as a documenta-
tion of estimate of predictability based on the current gen-
eration of seasonal prediction systems and can be repeated 
with the newer generation of models after a period of time.

2  Data and analysis procedure

The DJF 200 hPa mean geopotential height (Z200) hind-
cast used in this study are from NMME dataset (Kirtman 
et al. 2014; Becker et al. 2014). The DJF mean from eight 

seasonal prediction systems are analyzed, and depending 
on the model, the number of ensemble members ranges 
from 6 to 24 (Table 1). The analysis period extends from 
January 1982 to December 2010 which is the common 
hindcast period for all the models participating in the 
NMME. Some relevant details of various seasonal predic-
tion systems in the NMME dataset, and used here, are given 
in Table 1. We note that different models use different start 
dates for their forecast initial conditions (ICs). This dispar-
ity in start dates, however, is not taken into consideration as 
we expect that seasonal forecast systems with shortest lead 
for the prediction of DJF mean variabilities will have the 
largest contribution from initial conditions towards predict-
ability, and accordingly, will provide the highest estimate 
of predictability.

For analyzing observed variability, the monthly Z200 
from National Centers for Environmental Prediction-
National Center for Atmospheric Research (NCEP–NCAR; 
Kalnay et al. 1996) reanalysis is used. The monthly SST 
data used in this analysis is the NOAA OIv2 SST analysis 
(Reynolds et al. 2002). ENSO variability is quantified by 
the Niño3.4 SST index defined as the SST anomaly aver-
aged over (5°S–5°N, 120°–170°W). The DJF mean anom-
alies were computed with respect to climatology over the 
period of 1982–2010.

To obtain the best estimate of predictability for Z200, 
the analysis approach follows Kumar et al. (2007), Jha 
and Kumar (2009) Kumar and Hu (2014) and Kumar et al. 
(2016). If Oi is the observed Z200 for a particular season in 
the year ‘i’, it contains a predictable (Pi) and an unpredict-
able (Ui) component:

The predictable component could be due to interannual 
variations in boundary or external conditions (e.g., trends 
in the CO2) or could be due to lingering influence of atmos-
pheric initial conditions. Similarly, for the ensemble mean 
prediction from a model, if Fi is the predicted Z200 for the 

(1)Oi = Pi + Ui

Table 1  Information about eight models’ name, number of ensemble 
member. All model initial condition period is 1982–2010

Model Number of ensemble member

CFSv2 24

CMC1 10

CMC2 10

GFDL 10

NASA 11

NCAR 6

GFDL_FLOR 24

NCAR_CCSM4 10

Super-Ensemble Ensemble of 8 models (105 members)
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same season in the year ‘i’’, it also made up of a predictable 
(Ei) and an unpredictable (Si) components:

For large ensemble sizes, the unpredictable component 
Si, because of ensemble averaging, approaches zero.

Assuming that predictable and unpredictable compo-
nents in observations are uncorrelated, the observed vari-
ance can be decomposed as:

Here, σ2p is the variance of component that can be fore-
cast as the initial, or boundary value prediction problem, 
and σ2u is the variance of unpredictable component. Similar 
to observations, the model predicted variance of ensemble 
mean can be decomposed as:

Where, σ2pm is the predictable variance related to the 
ensemble mean forecast, and the σ2um is the unpredictable 
component. For large ensemble, the unpredictable compo-
nent σ2um approaches zero.

Physically, the unpredictable component is responsible 
for the dispersion among individual members within the 
ensemble whereby forecasts starting from small changes 
in IC can follow widely different trajectories (Kumar and 
Murtugudde 2013). Further, smaller (larger) unpredictable 
component relates to smaller (larger) forecast dispersion. 
We note that while multiple future trajectories using an 
ensemble of forecasts is feasible, and use of ensemble is an 
attempt to sample various possibilities along which obser-
vations can also evolve, observations being a single realiza-
tion will only be one of those forecast trajectory.

For a particular season in the year ‘i’, the mean-square 
error (MSE) of the ensemble mean prediction is

Under the assumption that the unpredictable compo-
nents in observations and in forecast are uncorrelated, the 
expected value of MSE based on verification for a predic-
tion based on a large ensemble is:

Since 
〈

(Ei − Pi)
2
〉

 is a positive definite quantity, MSE 
is always larger than or equal to unpredictable component 
in observations, i.e., σ2u. If model’s systematic errors for 
the predictable component is small, i.e., as the difference 
between Ei and Pi is small, and ensemble size is large, MSE 
converges to the unpredictable component σ2u. For a perfect 
model, Ei = Pi, and leads to MSE = σ

2
u. For forecast based 

(2)Fi = Ei + Si

(3)σ
2
o = σ

2
p + σ

2
u

(4)σ
2
m = σ

2
pm + σ

2
um

(5)MSEi = (Fi − Oi)
2

(6)MSE = σ
2
u + σ

2
um +

〈

(Ei − Pi)
2
〉

on small ensembles, and also because of model biases in 
replicating the observed predictable signal, the MSE is con-
strained to be always larger than the unpredictable com-
ponent in observations. Because various seasonal forecast 
systems in NMME have different ensemble size, and fore-
cast systems have different biases, by taking the minimum 
value of MSE across all models we obtain the best possible 
estimate for the unpredictable component at every analysis 
grid point. Once the best estimate for the unpredictable is 
available, from Eq. (3) one can then estimate the predict-
able component as the difference between total variability 
for Z200 anomaly and the estimate of the unpredictable 
component. The signal-to-noise ratio (SNR) which is the 
ratio of predictable and unpredictable components is then 
given by:

In the analysis we first compute the seasonal variance 
of observed Z200 (σ2

o
), we then calculate the MSE from 

each of nine models (including ensemble mean of eight 
individual ensembles of models). From the MSE of each 
model, we identify the minimum values of MSE, and then 
compute SNR according to Eq. (7) to obtain estimates 
of Z200 predictability. Although the analysis is done 
for every season, only the results for the DJF season are 
discussed.

3  Results

To provide an updated estimate of predictability, the results 
shown follow the same format and sequence as in Kumar 
et al. (2007). One difference, however, is that while the pre-
dictability estimate in Kumar et al. (2007) was based on the 
analysis over 1950–2000 periods, in the present analysis it 
is based on 1982–2010 period.

We start our discussion by showing the total vari-
ance of the observed and model forecast Z200. For dif-
ferent models, the total variance is computed based on 
individual forecast of Z200 anomalies within the forecast 
ensemble for DJF season initiated in November. Figure 1 
shows that general features of the spatial variations in the 
observed variability are well captured by most models. 
This includes—minimum variability in the tropical lati-
tudes; larger variability in the extratropical latitudes; in the 
northern hemisphere, centers with large variability over 
Aleutian and Greenland. Beyond the general similarities 
there are also some differences particularly an underestima-
tion in the amplitude of observed variability over Green-
land associated with the North Atlantic Oscillation (NAO). 
CFSv2, CMC1, GFDL and NCAR prediction system also 

(7)SNR =

〈

σ
2
o
−minimum(MSE)

minimum(MSE)

〉0.5
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have weak variability over Pacific and North America, 
northern and southern higher latitude. There are also dif-
ferences in variability over the Arctic region, for example, 
CFSv2, CMC1 and NASA prediction systems have weaker 
variability compared to the observations. As the compari-
son is only for the total variability, the biases in the model 
could be either due to errors in the predictable or the unpre-
dictable component.

The ensemble means forecast variability (or the model’s 
estimate of predictable component) is shown in Fig. 2. 
Here, the ensemble mean of each model is computed first, 
and then the variance of ensemble mean is calculated. In 
the initialized prediction, predictable signal of the atmos-
phere could be related to multiple factors, although as the 
figure shown it is dominated by the SST related forcing. In 
general, the spatial structure of the ensemble mean variance 
is consistent with the atmospheric response to El Niño–
Southern Oscillation (ENSO) (Treenberth et al. 1998) 
across different models and highlights the dominant con-
tribution of ENSO to the predictable signal. The amplitude 
of variance varies with model because of different model 
biases, which influence the atmospheric response to pre-
dicted SSTs. Another contributing factor is the influence 

of ensemble sizes and models with small ensemble size are 
more likely to be influenced more by the contribution of the 
internal variability.

The total variance of observed Z200 is shown in Fig. 3 
and replicates what is shown in Fig. 1. We are interested in 
decomposing the total variability into components related 
to predictable and unpredictable variability. Although this 
could be done for model simulations based on the availabil-
ity of ensembles, as discussed earlier, model estimates can be 
biased. Our goal is to obtain the best estimate of decomposi-
tion for the observed variability based on a collection of sea-
sonal forecast systems that are likely to differ in their biases.

For each model, we next compute the MSE as defined 
in Eq. 4. Figure 4 shows the MSE for each model, and with 
the caveat that these estimates are influenced by biases in 
the predictable signal, and are different estimates for the 
observed seasonal internal variability (or the unpredictable 
signal) in Z200. The estimates for different model differ 
because of varying contribution from the model’s internal 
variability and differences in models response to predicted 
SSTs. The most striking feature in the estimates of unpre-
dictable components is that its spatial structure, by and 
large, is similar to the total observed variability in Fig. 3, 

Fig. 1  Total variance for DJF seasonal means of Z200 for observations, different models and ensemble average of ensemble mean of individual 
eight models during 1982–2010. Unit is m2
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and is to be expected as the estimate of predictable compo-
nent (Fig. 3) is much smaller.

To get the best estimate of the unpredictable compo-
nent in observations, we next find the minimum value of 
MSE among all the models at each grid point. Based on 
the MSE in the nine models (Fig. 4), the grid point-by-
grid point minimum value among all the models is identi-
fied and shown in Fig. 5 (top panel) and this spatial map 
is our best estimate for the unpredictable component of 
the observed DJF seasonal mean Z200. Figure 5 (bottom 
panel) with shaded region shows the minimum value of 
MSE which is significant at 95 % confidence level based on 
the Monte Carlo test (for computational details see Kumar 
et al. 2007).

Once the best estimate of seasonal internal variability 
of Z200 is computed (Fig. 5 top panel), we estimate the 
predictable component by subtracting the total variance 
(Fig. 3) from the estimate of the unpredictable component 
in Fig. 5. This is shown in Fig. 6 (top panel). To compare 
the model based estimate of the predictable component 
in the observations alone, another estimate of predictable 

component is also computed and is based on the estimate 
of observed Z200 that is linearly associated with observed 
Niño3.4 SST variability (Fig. 6 bottom panel). Possible rea-
sons for difference between these two estimates are the fol-
lowing: model based estimate includes contribution due to 
possible non-linearity in Z200 response to Niño3.4 SSTs, 
and further, due to contribution of other external factors 
that might influence predictability, e.g., SSTs other than 
those related to ENSO or soil moisture or sea ice anoma-
lies. Model based estimate also includes possible influence 
from the predictability due to initial conditions. The esti-
mate based on linear response to the Niño3.4 SST index 
strictly speaking, on the other hand, is an estimate of poten-
tial predictability as the perfect knowledge for the observed 
Niño3.4 SSTs during DJF is assumed. This, however, may 
not be a large factor having a positive influence as skill of 
DJF prediction of Niño3.4 SST index for forecasts starting 
in November is generally very high (Barnston et al. 2012). 
e.g., anomaly correlation exceeding 0.9.

Beside all the caveats that could lead to differences in 
these two estimates, there is a remarkable degree of spatial 

Fig. 2  Ensemble mean variance for DJF seasonal means of Z200 for different models and the average of all models during 1982–2010. IC is 
November and unit is m2
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Fig. 3  Variance of the observed 
DJF seasonal mean Z200 
anomalies for the period of 
1982–2010

Fig. 4  MSE of the seasonal mean DJF Z200 for different models during 1982–2010. Unit is m2
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Fig. 5  (Top) Best estimate 
of the internal variance of the 
observed DJF Z200. The best 
estimate is obtained from grid-
by-grid point minimum values 
of MSE for different coupled 
models. Bottom is same plot 
with shading that is the esti-
mated MSE significant at 95 % 
levels based on Monte Carlo 
approach. Unit is m2

Fig. 6  (Top) The best estimate 
of external variance of the 
observed Z200 obtained by total 
variance (Fig. 3) minus best 
estimate of internal variance 
(Fig. 5). (Bottom) observed DJF 
Z200 variance linearly related to 
Niño3.4 SST index. Unit is m2
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resemblance between model based and linear estimates of 
predictable component. This is particularly true over the 
region of core influence related to ENSO SST variability 
in the tropical and subtropical regions in the eastern Pacific 
extending over to the south of Aleutian Island. There are 
also some differences between these two estimates: In the 
Southern-Hemisphere the predictable component of Z200 
variability shows a more uniform zonal band between 30°S 
and 60°S, which is not as expansive linear estimate based 
on Niño3.4 SST variability, and further this pattern is likely 
induced by the Pacific-South American pattern (Guan et al. 
2014). Another large difference is over the Arctic region 
where model based component of predictable component is 
much larger. This might be due to atmospheric response to 
the declining sea ice (Kumar et al. 2010; Screen et al. 2014) 
that might be present in the model based estimate, but cannot 
be captured by variations in Niño3.4 SST index. A general 
similarity between the model based and linear estimate of the 
predictable component, however, suggests the dominance of 
ENSO influence on seasonal predictability and conforms with 
earlier results (Hoerling and Kumar 2002; Quan et al. 2006).

A notable feature of the predictable component is its 
much smaller amplitude compared to the unpredictable 
component and has been a recurring theme in our attempts 
to quantify seasonal predictability (Madden 1976; Barnett 
1995; Kumar and Hoerling 1995; Stern and Miyakoda 
1995; Rowell 1998; Zwiers et al. 2000; Peng et al. 2000; 
Straus et al. 2003; Kumar et al. 2003; Kumar et al. 2007; 
Delsole et al. 2013). The relative amplitude of predictable 
and unpredictable component can be quantified in the terms 
of SNR and is shown in Fig. 7 (top panel). The SNR is larg-
est in the tropical latitudes and decreases monotonically 
towards the extratropical latitudes.

Although most of the discussion presented in this paper 
is for the analysis of winter time variability, the analy-
sis was also done for different seasons. As an example, in 
Fig. 7 (bottom panel) we also show the SNR for the sea-
sonal average of June–July–August (JJA). Compared to 
the SNR for DJF, SNR values for JJA are generally lower. 
This is to be expected as most of the seasonal atmospheric 
predictability is associated with interannual variations 
in ENSO SSTs (Fig. 6), which following the seasonal 

Fig. 7  (top panel) SNR esti-
mate for the DJF seasonal mean 
Z200 computed as the ratio of 
external-to-internal standard 
deviation in Fig. 6 (top) and 
Fig. 5, respectively. (bottom 
panel) same as the top panel, 
but for JJA. Higher ratios imply 
higher potential predictability
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evolution of ENSO, tends to be weaker during boreal 
summer compared to that in boreal winter (Treenberth 
et al. 1998, and also discussion in the context of Fig. 10). 
A weaker SST forcing during JJA also translates into a 
weaker SNR for JJA Z200 variability.

In general, higher the SNR means higher the skill for 
seasonal prediction (Kumar and Hoerling 2000; Sardesh-
mukh et al. 2000). The theoretical relationship between the 
SNR and expected value of anomaly correlation (AC) for 
seasonal prediction system is shown in Fig. 8 (top panel) 
and similar relationship can be computed for other skill 
metrics (Kumar et al. 2001; Kumar 2009). The expected 
value of AC is higher for higher SNR, and asymptotes to 
unity for large SNR. The theoretical results match well with 
the results from model forecast and is illustrated based on 

the scatterplot between SNR and the maximum value of AC 
(Fig. 8, bottom panel). Similar to the minimum value of the 
MSE, the maximum value of AC at each grid point is com-
puted in the following manner: (1) at each grid point, the 
temporal AC is computed between the ensemble mean of 
forecasts and observed Z200 over the analysis period. This 
is done for all nine seasonal prediction systems. (2) the 
point-by-point maximum value of AC among the nine sea-
sonal prediction models is next identified and is used in the 
scatterplot in Fig. 8 (bottom panel). This procedure is simi-
lar to estimating the internal variance of Z200 by selecting 
the grid point by grid point minimum value of MSE. There 
is very close resemblance between model based analysis 
and theoretical relationship (up panel of Fig. 8), reconfirm-
ing the relationship between SNR and AC.

The final set of figures presents the SNR for sea surface 
temperature (Fig. 10), 2-m temperature (Fig. 11) and pre-
cipitation (Fig. 12). The relevance for SST is in the context 
of source of predictability for the atmospheric and terres-
trial variables, while 2-m temperature and precipitation are 
variables of societal interest. The analysis for both boreal 
winter (top panels) and boreal summer (bottom panels) is 
included.

SNR for observed SST (Fig. 10) is largest in the tropical 
latitudes, and further, it is larger in the tropical Pacific indi-
cating the dominance of ENSO in dictating the spatial struc-
ture in the predictability of SST. As discussed earlier, the 
SNR is also larger during boreal winter compared to that in 
boreal summer, and is because of the seasonality in the evo-
lution of ENSO SSTs that peak in boreal winter. The con-
trast in the SNR during DJF and JJA is also consistent with 
the skill in predicting SSTs (Chen et al. 2015). Although the 
SNR for SSTs is lower in the extratropical ocean basins, 
their values are still much larger than corresponding SNR 
for Z200 (Fig. 7). Larger SNR values for SST in extratropi-
cal ocean compared to the Z200 is because of larger persis-
tence for SSTs compared to the variability associated with 
the atmospheric variables (Kumar et al. 2011).

SNR for observed 2-m temperature, both for DJF and 
JJA, does not represent a coherent picture. For DJF the larg-
est values occur in the tropical latitudes, e.g., over South 
America and are consistent with the seasonality of ENSO 
SSTs and its predictability (Fig. 10). One complicating fac-
tor in the assessment of the SNR for 2-m is the warming 
trends over the analysis period that, although adding to pre-
dictability, may also result in some unexpected features (in 
the context of their relationship with ENSO SSTs) in the 
spatial pattern of SNR, for example, higher values during 
JJA over Asia near 30°N.

SNR for observed precipitation (Fig. 12) is largest in 
the equatorial Pacific and conforms to its predictability to 
be primarily associated with ENSO SST variability (Kumar 
et al. 2011). Further, similar to the seasonality in the SNR 

Fig. 8  (Top) Theoretical relationship between SNR (x-axis) and cor-
responding expected value of anomaly correlation (AC; y-axis). (Bot-
tom) The same relationship obtained as a scatterplot between SNR in 
Fig. 7 (DJF) and maximum value of the AC (not shown here)
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for SST, SNR in the equatorial Pacific is generally larger 
in boreal winter than in boreal summer, and further, values 
with larger SNR have a larger spatial extent. Similar to the 
spatial structure in SNR for Z200, the SNR for precipitation 
also has a sharp decline from the tropical to extratropical 
latitudes, and highlights problems and limitations associated 
with the seasonal prediction of precipitation beyond the core 
regions of ENSO SST variability (Peng et al. 2000).

4  Summary and discussion

Kumar et al. (2007) provided the best estimate of predictable 
and unpredictable component of seasonal mean variability 
for the observed 200 hPa DJF heights, and their estimate was 

based on simulations with climate models circa 2005. The 
purpose of this analysis was to provide an update to the esti-
mate of predictable and unpredictable components based on 
seasonal prediction systems that have gone through an evolu-
tion over a 10-year period. Figures 2, 3, 4, 5, 6, 7 and 8 in this 
paper corresponded to Figs. 1, 2, 3, 4, 5, 6 and 7 in Kumar 
et al. (2007) and facilitate a direct comparison, however, with 
bearing the caveat in mind that the analysis periods differ.

A comparison of predictability estimate done 10 years 
apart does not show marked differences, particularly over the 
extratropical latitudes. Estimates of predictability remain high 
in the tropical latitudes and decrease towards the extratropi-
cal latitudes. Predictability in the initialized coupled seasonal 
forecast systems is still primarily associated with ENSO vari-
ability. As the horizontal and vertical resolution of the models 

Fig. 9  The top, middle, and 
bottom panel plots are similar to 
Figs. 6 and 7 respectively from 
current analysis, but replot of 
Kumar et al. (2007) paper

Author's personal copy



An update on the estimate of predictability of seasonal mean atmospheric variability using…

1 3

Fig. 10  Same as Fig. 7 but for 
sea surface temperature

Fig. 11  Same as Fig. 7 but for 
seasonal mean 2-m temperature
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used in the current analysis is generally higher, this also did 
not lead to a marked change in the estimate of the relative 
amplitude of predictable component. There are some differ-
ences in the estimate, however, and are next discussed.

For the ease of comparison with Kumar et al. (2007), 
salient results from their analysis are included in Fig. 9 and 
show (1) model and Niño3.4 estimated predictable variance 
(and correspond to two panels in Fig. 6), and (2) SNR (that 
corresponds to Fig. 7). Although the most striking feature 
is the spatial similarities between current and Kumar et al. 
(2007) results with larger values of model and Niño3.4 esti-
mated predictable variance having a geographical prefer-
ence (which is connected with teleconnections associated 
with ENSO SSTs), the main difference is larger values for 
the current analysis. An apparent increase in the predictable 
component, however, may not be related to improvements 
in seasonal forecast system over a 10 year period, but 
maybe is due to the difference in ENSO related SST vari-
ability over the respective analysis period. To confirm this, 
we compared SST variability for the DJF over 1950–2000 
and 1982–2010, and indeed, found SST variability to be 
larger for the latter period (plots not shown). The variance 
for Niño3.4 SST index over 1950–2000 was 1.12 K2 while 
over 1982–2010 period was 1.54 K2. Assuming that atmos-
pheric response to ENSO SSTs is dominantly linear (Hoer-
ling et al. 1997; Hoerling and Kumar 2002), and increase in 

ENSO SST variability over 1982–2010 relative to that for 
1950–2000, will also translate in an increase in predictable 
component.

For both the analyses, the SNR in the extratropical 
regions (Fig. 7, and bottom panel in Fig. 9) remains small 
and is indicative of the dominance of atmospheric inter-
nal variability and its contribution to the unpredictable 
component. As mentioned earlier, one distinct feature in 
the estimate of predictability (and which cannot be eas-
ily accounted for by an increase in ENSO SST variability) 
is over the Arctic region, and could be due to a response 
to sea ice decline (Kumar et al. 2010; Screen et al. 2014). 
Overall, this analysis provided an update in the estimate of 
predictability and unpredictable component of DJF 200 hPa 
seasonal variability based on the current generation of sea-
sonal predication system. We envision that similar updates 
will be generated on a routine basis to (a) provide a con-
verging estimate for seasonal predictability, and (b) docu-
ment the influence of improvements in models on quantify-
ing predictability estimates of SST, T2m, and precipitation 
(Figs. 10, 11, 12).  
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